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I. SUMMARY

This ieport summarizes the technical results obtained
under RADC Contract No. F 30602-72-C-0386 during the period
March 1, 1974 through March 31, 1975. It is the final
report on the University of Colorado's effort in support
of the ARPA HF Adaptive Array Program. The work is a con-
tinuation of that reported earlier and has been carried
out in close cooperation with the Remote Measurements
Laboratory at Stanford Research Institute, Mo2nlo Park,
California. Data for the study were obtained using the
WARF which is located in the central valley of California
and which is operated by SRI.

Results have been obtained relating to the applicability
of time-domain adaptation procedures in HF backscatter
radar systems. Specifically, investigations regarding the
performance of these procedures in an actual HF interfer-

ence environment were conducted in four distinct areas:

l. Coefficient Time-Variation Studies:

It was shown that the time scale of coefficient varia-
tion in an HF environment was the order of about one second.
These results indicate that block adaptation methods such
as matrix inversion techniques must use an update interval
of less than one-half second. It was further shown that

the P-vector adaptation method can successfully track such

variations inr a 40 weight processor and that the standard




deviation of the resulting weights is accurately predicted

by adaptive theory.

2. Clutter Suppression Studies

The use of individual three-pulse MTI clutter suppression
filters at each subarray output has been investigated.
! For the experimental data studied, no significant advantage
| or disadvantage was observed with the use of these filters.

Typical observed variations were the order of a few dB.

3. Aperture Tradeoff Studies

It was shown, using a simple simulation model and exper-
imental data, that in a non-isotropic noise environment,
conventional processing does not provide uniformly in-
creasing performance with increased aperture size. It was
further demonstrated that with adap*ive processing, the
improvement is a monotonically increasing function of
aperture. fhe presence and effect of fading nulls on
apérture utility was observed using experimental data.

Such nulls can significantly affect the selection of optimal
subarray location and spacing. Several examples demonstrat-

ing this phenomenon are presented.

4. Minimum Mean-Square Error Adaptation with Constraints

An alternative time-domain adaptation method, suggested
by Frost, has been implemented ind compared with the P-vector
algorithm. Frost's procedure has the specific advantage

of providing a flat frequency response in the main lobe
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direction. It is demonstrated, however, that the extra
degrees of freedom required to produce this response
result in a lower output signal-to-total-noise ratio than
that provided by P-vector adaptation. The amount of this
degradation was observed to be as much as ten dB in some

range-doppler cells.

Complete details of these results are presented in the

sections following.
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IT. INTRODUCTICN

This report is the final report on the University of
Colorado's effort in support of the ARPA HF Adaptive Array
Program. The results described herein represent a contiﬁuation
of that described in References l, 2, and 3. These references
contain complete descriptions of the experimental equipment
used for data collection as well as mathematical details re-
garding the structure of the P-vector adaptation algorithnm
used throughout this study.

The overall objective of the HF Adaptive Array Program has
been to investigate the degree to which adaptive beamforming
methods can improve the signal-to-noise ratio (SNR) observed
at the output of an HF backscatter radar system. Efforts at
the University of Colorado have been directed toward the devel-
opment and analysis of specific adaptive algorithmic techniques
designed to meet this objective. Data for the study were re-
corded using the Wide Aperture Research Facility (WARF) which
is operated by the Stanford Research Institute, Menlo Park,
Czlifornia. Personnel at SRI have worked in close cooperation
with the University of Colorado on this program and have devel-
oped and tested an on-line adaptive processing system for use

4
at WARF. A recent SRI report[ ]

summarizes their effort.
The results summarized in the present report represent
further investigations into the use of time-domain adaptation

procedures in HF array applications and include the following
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specific studies:

1. A study of the nature of the time-dependent behavior of

adaptive weighting coefficients in the processor during

N T

adaptation on field recorded data.

2. An investigation into the use of clutter suppression filters

(MTI filters) at the subarray receiver outputs and prior
to adaptation.
An aperture study designed to measure performance versus

receiving array aperture with an adaptive beamformer and

= e g e Ty e g T

to compare these results with those obtained using con-

ventional beamforming methods.

St
=3

A comparison of the P-vector adaptation algorithm with a

constrained least-squares adaptive procedure suggested by

[5]

Frost.

Data for these studies were recorded using WARF during the
months of March and November, 1974. Observations with the full
WARF aperture were taken and included digitized recordingé
from eight subarray outputs with each subarray consisting of a
3 filled 32 element linear array. Both eastward and westward

looking tests were included in the data. Computer processing

of these data was carried out using the CDC 6400 computing
facility at the University of Colorado as well as several small-
er computers within the Electrical Engineering Department at
Colorado.

The experimental WARF configuration used to collect the

data was identical with that reported previously[2’3]. A

sawtooth sweep-frequency continuous-wave transmit signal similar




to that shown in Fig. 1 was employed for all tests. The char-
acteristics of this waveform have been reported previously[3’4].
Briefly, at each receiving subarray, the signal was deramped
using a local oscillator signal similar to that shown in Fig.

1 with a reset time delayed with respect to the transmitted
waveform. The delay was chosen such that signals from the
desired range fell within the 780 Hz receiver bandwidth while
those from other ranges were rejected.

An analog-—-to-digital converter operating at a sampling
rate of 1.920 kHz (32 samples per sweep) was used to digitize
the deramped signals after they had been converted to baseband
frequencies. Digitizing proceeded continuously in time with all
samples being recorded on magnetic tape without interruption.

A multiplexed sample and hold system provided simultaneous
sampling of the eight subarray received outputs. Thus, the net
digitizing rate was 8X1920=15.36 kBz. for the entire system.

Beamformed sampled output signals were generated at a
later time from these recordings using the structure shown in
Fig. 2. 1If xi(k) is the kth sample from the ith subarray, the
beamformed output signal y(k) is given by

4
y (k) = Lo Wyg 0% (k=3), (1)

I~ co

il j
. . . . .th

where Wij(k) is the weighting coefficient at the 1 subarray

which multiplies the signal after j units of delay. In general,

these coefficients are time varying and determined by an adap-

tive algorithm. Thus, Wij(k) represents the coefficient after

k samples of data have been received from each subarray and a

L i
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Fig. 1. 1Instantaneous frequency of transmitted waveform

used during experimental tests
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Fig. 2. Tapped-delay line array processing configuration

used during experimental tests
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corresponding k adaptations of each coefficient have taken place.
Adaptations normally are carried out prior to the output compu-
tation given in (l1). For example, in the case of the P-vector

algorithm, the adaptation procedure is
. (k+l) = W, . - . (k=3
wlJ (k+1) le (k)+u[plJ y (k) Ix; (k-3) (2)

where pij is the steering vector coefficient. A complete de-
scription of this algorithm and its convergence properties are
presented in Reference 3.

As shown in Figure 2 and Eq. (1), a total of five coeffi-
cients per subarray were used in the processor. This number was
held constant throughout the results presented herein, and was
selected on the basis of the recommendations presented in a

(31

previous study
Performance evaluation of adaptive beamformer performance
was conducted on the basis of range-doppler processing of the
output signal y(k). As previously discussed[3], a two-dimensional
digital Fourier transform of 64 successive output sweeps (2048
samples total) results in a display with 16 resolvable range
cells and 64 doppler cells. The resulting display represents
range-doppler information taken over the past one second of real
time. Figqure 3 shows a typical range-doppler map derived in
this manner. The plot has been rormalized to provid2 an average
noise floor level which is 15 db below the dynamic range of the
display. Signals which exceed this range, such as the strong
clutcter returns discernible at zero doppler and all ranges,

are clipped at the maximum plot value. The data for Fig. 3 were




Fig. 3. Range-doppler map generated using one second
average and coventional processing with eastward
transmissions at 15.37 MHz on Nov. 8, 1974
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taken on November 8, 1974 using eastward transmissions at 15.37
MHz. A strong target having a negative doppler frequency of
about -10Hz can be seen centered in range cell four. A conven-
tional beamforming system was used to generate this result. Con-
ventional processing consists of using fixed weighting coeffi-

cients in the structure shown in Fig., 2 with the following

Dolph taper[4] coefficients:
Wl'0 = W8,0 = 0.355
W2,0 = w7'0 = 0.562
W3'0 = W6,0 = 0.841
W4'0 = WS,O = 1.000

;3= 0alli, j ~o.

Plots of this type were computed for both conventional and adap-
tive beamforming processors under a variety of signal, noise
and interference conditions and are summarized in the sections

v

following.

11
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ITI. COEFFICIENT TIME-VARIATION STUDIES

The adaptive procedures of interest in this study are
termed "time-domain" methods to indicate that the beamforming
coefficients in the processor are changed as each new data
sample is received. This is in contrast with matrix-inversion
adaptive methods which are termed "block-average" techniques.
In these latter methods, correlation properties of the received
data are obtained through time averages which are generally
taken over one dwell--i.e., over one second for the plot shown
in Fig. 3. The resulting averages are used to construct a
data autocorrelation matrix R which is then inverted and mul-

XX

tiplied by the steering vector P to generate a set of optimal

Xd
coefficients W* (see Eq. (15) in [3]).

-1
* =
w RXXPXd (3)

This set of coefficients is used to combine the subarray
signals observed over the dwell of interest. Thus, the output
y(k) in Fig. 2 for the 2048 samples of the dwell is computed
as

8 4

yk) = Ly Lo Wy4%; (k=3 (4)

ij7i

*
where the wij are determined by (3). The procedure is then
repeated at the next dwe'll with a new set of correlations RXX

and resulting weights W*. The procedure is adaptive in the

sense that a different set of weights is used to process each

12
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dwell and the iteration interval of adaptation is equal to one

dwell (2048 samples).
This is in marked contrast to the P-vector algorithm
method of adaptation. In matrix form (see Eq. (19) in [3]),

the algorithm (2) is given by

W(k+l) = W(k)+ul[Py .-y (k) IX (k) (5)

where - -
Wy, oK)

w2,0(k)

W(k) = w8,0(k) (6)

wl,l(k)

X(k) = xé(k) (7)

xé(k—4)

L =

(3]

It can be shown that under conditions of a stationary environ-

ment, the P-vector algorithm (5) and the matrix inversion method

will produce, on the average, identical coefficient vectors,




lim E[W(k)! = RHS[W*] (8)
ko

where E[°*] denotes expectation.

The primary advantage of adaptive array processing methods
in HF applications is their capability to adapt to time-variations
in HF signals which are caused by ionospheric fluctuations. 1In
effect, the processors act as time-varying linear filters and
provide interference immunity by continually changing the array
pattern so as to minimize the effects of noise and interference
at the beamformed output. The effectiveness of an adaptive
beamformer in providing null tracking is clearly derendent upon
the time scale of the ionospheric changes with respect to the
adaptation update interval.

Figures 4 through 8 show the range-doppler maps which were
computed for data collected on March 15, 1974. The transmitted
signals for these data were directed eastward at a center fre-
quency of 12.37 MHz. Plots for both conventional and P-vector
processing are presented. A proportionality constant of a = 0.1
(see Eq. (27), Ref. 3) was used for these examples. The target
of interest is visible on range cells 6 and 7 at a doppler
frequency of about -15 Hz. The strong bands of energy observed
at -21, -9, +7, and +23 Hz doppler frequencies are interference
lines. This test was intentionally conducted under conditions
of strong HF interference to illustrate the capabilities of the
adaptive processor and the advantages are readily apparent in
these figures.

Coefficient time-variation studies were carried out for

the adaptive coefficients used to generate the plots shown in

i4
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b) P-vector adaptive processing, a=0.1

Fig. 4. Range-doppler map for dwell no. 1, March 15, 1974
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Fig. 8. Range-doppler map for dwell no. 5, March 15, 1974




Figs. 4b) to 8b). As the processor adapted on these data, the
mean and standard deviation of each coefficient in the filter
was computed at intervals of 128 samples or 4 sweeps. Since
each dwell represents an average over 64 successive sweeps, a
total of 16 mean and standard deviation values were computed
for each coefficient per dwell. The results of this calcula-
tion are presented in Figs. 9 and 10. Figqure 9 presents the
values observed for the five coefficients used to process the
output of subarray #1 and Fig. 10 illustrates the values ob-
served at the first coefficient or elements #1 through #5.
Standard deviation bars are shown less frequently than the mean
values for purposes of clarity. Although graphs are presented
tor only 9 of the 40 weights in the processor, similar curves
were observed for other coefficients as well as for other exper-
imental test configurations.

Computations were also carried out to determine the aver-
age behavior of the coefficient values over one complete dwell.
Table I summarizes representative results obtained in this
manner. In each case, the mean and steidard deviations were

carried out using the following averaging procedure:

- 1 16 i
Mij = 16 mk1 Mig ™ (9)
_ L 16

i T 16 mk1 %33 ™ (-0

where Mij(m) and oij(m) are the coefficient 128 point sample
mean and standard deviations within the dwell of interest, as

shown in Figs. 9 and 10. For example, with m=1] and using the

first dwell,
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Table T

Mean and Standard Deviation Coefficient Values

Averaged Over One Dwell

coefficient dwell no. std dev
W10 1 .069
.093
.093
.165

.078

.106
.066
.104
.066
.069
.097
.089

.074




128
L % w
128 k=1 "ij

128
= /L - 2

It should be noted that gij in (10) is not equal to the standard

deviation of the coefficient over one complete dwell. This par-
ticular method of averaging is used here to eliminate variations
caused by the time varying means shown in Figs. 9 and 10.

An "average coefficient variation" y similar to that de-
fined in Equation (35) of Reference 3 was computed for the
four dwells shown in Figs. 9 and 10. The results, expressed

as a percentage, are given in Table II.

Table II

Average Coefficient Variation Y

Dwell No.
1
2
3

4

Several observations are apparent from these results. The
large scale mean weight variations shown in Figs. 9 and 10 can
only be attributed to statistical changes in the received data.
Variations caused by use of the time domain P-vector algorithm
produce measured fluctuations which are the order of a few per-
cent. These values are consistent with theoretical values pre-

[3]

viously published for this algorithm under conditions of
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stationary input statistics and an o value of 0.1. 1In effect,
the time variation of the input statistics is sufficiently slow
that adaptive tracking is excellent. The agreement between

the y vaiues in Table II above and that published in Ref. 3 is
further evidence of this fact. Inspection of Figs. 9 and 10
also reveals that while the input time variation is slow with
respect to the adaptive time constant, it is of the same time
scale as the dwell interval. Several cases of marked variations
within one second are apparent in these results. For the case
of a two second dwell, such has been proposed for HF backscatter
radar applications, this variation would be even more notice-
able. Further discussion and conclusions based on these obser-

vations are presented in Section VII below.




Iv. CLUTTER SUPPRESSION STUDIES

In an HF backscatter radar system, signals returned from
stationary targets such as ground backscatter appear in the
processed range-doppler map as being spread over all range bins
and centered at O0Hz doppler with a doppler spread of about 1 Hz
due to ionospheric variations. Figs. 4 through 8 show several
examples of ground-backscatter returns, generally termed clutter
returns. One common method of removing these signals from the
display is through the use of @ moving target indication (MTI)
filter at the beamformer output. The general approach in the
use of such filters is to combine signals from J adjacent sweeps

h

using coefficients c¢,. Thus, if yj(k) is the kt time sample of

L
the beamformed output during the jth sweep, with index k having
a zero value at the start of each sweep, an MTI output signal

zj(k) for sweep j is formed as

k) = 1. (k) (13)
235 = ) EoCa¥y-g

The simplest case occurs when c,=+ 1/2 and c,=- 1/2, the

0 il
two-pulse MTI filter, and adjacent sweeps are subtracted. Sta-
tionary targets are eliminated due to the fact that they have the
same received waveform in each sweep. More complex filtering
operations are best described in terms of the effect of the
operation in Eqg. (13) on the resulting range-doppler display.
Since the c, coefficients are not functions of k, they must have

a constant effect in the range domain. Inspection of (13),
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however, indicates that these coefficients perform a convolution

|

filtering operation across the sweeps, for each specific value
of k. Since doppler information is obtained by a Fourier
Transform across the sweeps, the effect of this filter in the

doppler domain is to multiply the doppler spectrum by a function

g ——_ o R
=

C(wd) given by

———

el = :
Clug) = & c e IFMuat/u (14)

k where w4 is the doppler frequency of interest and w, is deter-
{
S mined by the sweep repetition rate. For the 60 Hz repetition
q

used in the present study, wy = 27 X 60 radians/sec.

the effect of the MTI operaticn defined in (13) is to multiply

In summary,

the doppler spectrum for each range bin by the filtering func-

tion defined in Eq. (14).

Thus, for the two-pulse MTI filter, the doppler filter is

e—j2nwd/w0

'
= 3

-

c(md) = (15)

[c(wd)[ = |sin Nwd/wol (16)

The magnitude function for this filter is shown in Fig. 11.
Note that signals received at zero doppler are perfectly atten-
uated [c(0)| = 0 while those received at the doppler fold over

frequencies two/zareunaffected by the MTI operation |c(fw0/2)| = 1.
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Fig. 11. Doppler spectrum equivalent filter for two-pulse
MTI clutter suppression
The problem of designing clutter rejection filters with a
desired magnitude function c(wd) is a classical problem in
digital filter design and many references on the subject are

available.[6’7]

In general, larger values of J provide greater
flexibility in this design but also impose a longer build-up
time in the filter. For example, a 32 pulse MTI filter would
require 32 sweeps or about 1/2 second to achieve cancellation. ;

The MTI filters used in the present study were three pulse

with coefficients given by

C0 = 1/4
Cl = -1/2
C, = 1/4

The equivalent doppler function is then

y = 3- &e—jZde/wo I ie_]4nwd/w0 (17)
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[

=

2
|c(wd)| = | sin nwd/m0| (18)
and is plotted in Fig. 12.
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Fig. 12. Doppler spectrum equivalent filter for three-
pulse MTI clutter suppression

Clutter Suppression in Adaptive Beamforming

The primary advantage of MTI clutter suppression in conven-
tional radar systems is the available increase in dynamic range.
Removal of the clutter energy prior to analog-to-—-digital conver-
sion allows more efficient use of the digitizer in that the gain
level is controlled by desired signals and/or interference, which
may be 40 db below the clutter. Thus, a larger number of bits
can be devoted to conversion of the signal and interference

components than is the case when the gain level is controlled

by the clutter energy.




In the case of adaptive beamforming, there is an additional

possible advantage of MTI processing. Figure 13 shows a proposed
confiquration for clutter suppression in an adaptive beamformer.
Note that because the MTI filters are placed after A/D conver-
sion, no advantage in dynamic range can be achieved A digital
three-pulse MTI processor was placed at the sampled output of
each of the eight subarrays. Thus, the signal which reached the
adaptive tapped-delay line filter attached to each subarray had
little clutter energy present. The advantage of this implementa-
tion is that the adaptive degrees of freedom in the beamformer
can be applied directly to interference suppression and need not
be taken up with the elimination of clutter. A series of calcu-
lations were carried out to test this hypothesis. The data used
were those shown in Figs. 4-8. Identical data for each dwell
were processed with and without the MTI filters. In both cases,
P-vector adaptation was employed witha = 0.1l. The range-doppler
comparisons for the five dwells of interest are presented in
Figs. 14-18.

In order to better analyze the behavior of these MTI filters,
signal to noise ratio and signal to interference plots were
derived from these data. The measurements were carried out,
respectively, by plotting received amplitude level as a function
of range, with doppler fixed at the target doppler and secondly
as a function of doppler with range fixed at the target range.
Two such plots, computed for dwell no. 3, are shown in Figs. 19
and 20. In effect, the plots represent two perpendicular cross-

sections taken through the range doppler map presented in Fig. 16,
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Fig. 13. Location of digital subarray MTI filters used to
process experimental data
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b) Three pulse MTI at each subarray

Fig. 14. Range-doppler map for dwell no. 1 with P-vector
processing

32




b L
= o
DI s suss st vesieiwma BP0 oot s e

:

e, R (I S g S Ty e -

e o bl S . v 3

b) Three pulse MTI at each subarray
Fig. 15. Range-doppler map for dwell no. 2 with P-vector
processing
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Fig. 16.

a) No MTI

DOPPLER

D

340 5 30

b) Three pulse MTI at each subarray

Range-doppler map for dwell no. 3 with P-vector
processing
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2) No MTI

+30HZ

b) Three pulse MTI at each subarray

- Fig. 17. Range-doppler map for dwell no. 4 with P-vector
¢ proces:=ing
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Fig. 19. MTI comparison for dwell no. 3 in doppler bin -17
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Fig. 20. MTI comparison for dwell no. 3 in range cell 7
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vith the sections crossing on the target maximum. Finally,

signal-to-noise (SNR) and signal-to-interference (SIR) graphs
were obtained by extrapolating the noise floor through the tar-
get signal and by measuring the peak interference level, re-
spectively. For the case of MTI processing, the interference
levels were corrected to account for the 3-pulse MTI filtering
function shown in Fig. 12. The results, plotted as a function
of dwell number, are given in Figs. 21 and 22. Further discus-

sion of these results is presented in Section VII following.
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Fig. 21. Signal to interference MTI comparison
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V. APERTURE TRADEOFF STUDIES

It is well known that in conventional antenna array pro-
cessing of planar signals received in an isotropic noise back-
ground, increased signal-to-noise ratio can be achieved by in-
Creasing the receiving array aperture and maintaining interelement
spacing. The amount of the increase is approximately proportional
to N, the number of elements in the total array. Clearly, the
increase in received SNR canncot proceed indefinitely as elements
are added to increase the receiver aperture. The upper bound on
output SNR is limited by the spatial coherence length of the
signal waveform. It has been demonstrated [9] that at HF, cohe-
rence lengths of 15 km or greater can be realized for one-hop
ionospheric propagation provided that mode separation methods
are available. For the FM-CW transmitter format used in the pre-
sent studies, mode separation is achieved by frequeicy filtering
and large receiving array apertures can be utilized.

Because the noise background at HF is highly non-isotropic,
it is of interest to study aperture/output SNR tradeoffs for the
case of signals received in the presence of directional interfer-
ence. It is, in fact, the non-isotropic nature of the interference
environment which allows an adaptive beamformer to provide increased
output SNR over that provided by conventional beamforming. Under
conditions of high levels of received interference, it is conceiv-
able that an adaptive beamformer would have an output SNR which is
less sensitive to the aperture length than a conventional beamformer.

To illustrate this property, consider the simple case of a linear,
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equally spaced array of N isotropic elements spaced by one-half
wavelength. The kth sample of the signal received by the ith

element is modeled as xi(k)

xi(k) = ni(k) + s (k) + d(k - iA) (19)

where ni(k) is white isotropic noise, assumed to be independent
from element to element, S(k) is the desired signal (sinusoidal)
arriving on boresight and d(k - iA) is a sinusoidal interference,
at the same frequency as s (k) but incident at an angle 6 which
provides a relative time delay of A seconds between adjacent ele-
ments. The assumed power levels of ni(k), s(k) and d(k - iA) are
2 2

0%, ©

n s and 02, respectively, at each of the N receiving elements.

We consider the case of a beamformer which uses amplitude

shading only at each element. Thus, if W, is the weight at the

ith element, the beamformed output signal y (k) is

n-1
y(k) = 2

d wi ni(k) + W, s (k) + W d(k - ia). (20)

0
Assuming independence of noise, signal and interference, thc out
put power E[y’ (k)] may be expressed as a sum of a white noise
component, desired signal component and interference component,
n-1 n

Ely? (k)] = o; % wi + o; Y W, 4+ 0O
.i.=0 i:

(21)

The conventional beamformer which is optimal for the case of iso-

tropic noise only is achieved by setting all weights to the same

41




value. Since SNR values are unaffected by scale changes in the

n-1

weights, a normalizing value proviiing L w, =1 was used for
i=0

convenience. Thus, with w, = %, Eq. (21) for the conventional

processor becomes

N

o}
conv E[yz(k)] =

=l
+
Q
N
+

(22)

The ratios of signal to isotropic noise (SNR), signal to inter-
ference (SIR) and signal to total noise (STR) observed at the out-
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